PATTERN RECOGNITION AND IMAGE UNDERSTANDING

The ultimate objective of many image analysis tasks is
to discover meaning of the analysed image, e.g.
categorise the objects, provide symbolic/semantic
interpretation of the image or global understanding
of the image scene.

Because these tasks are application specific no ready
solutions are available. Hence, image analysis
problems have strong resemblance to intelligent
cognition rather than rely on application of “ready to
use” set of standard processing techniques.
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Image understanding

Intelligence:

= ability to extract meaningful information from a
set of irrelevant details,

= ability to comprehend data from in
information.
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Gestalt — Theory of mind and brain
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Main parts of an image analysis system
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Main parts of an image analysis system
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Image analysis system

A complete image analysis system comprises three
major data processing modules:

Low-level processing- comprises image acquisition,
Image pre- pocessing and enhancement, e.g. noise
reduction, contrast improvement, filtering, zooming, etc.

Intermediate level processing- deals with extraction
and description of image components identified from a
knowledge base, e.g. image segmentation, boundary
and edge description, morphological processing.

High-level processing- involves  classification,
recognition and interpretation of the image scene.



Patterns and pattern classes

A pattern is a set of features that form a qualitative or
structural description of an analysed object; In a
mathematical sense a pattern is defined as a vector of
features x=[x;, X,, ..., Xp].

A pattern class is a group of patterns that have similar
feature vectors (according to some similarity measure).
Pattern classes are denoted w,, w,,... ®,, where Mis the
number of classes.

Pattern _recognition (alternatively termed pattern
classification) is the task of assigning patterns to their
respective classes. It is equivalent to establishing a

mapping:

X— ©®
from the feature space X to the pattern class space 2.




Pattern classification definition
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Pattern classification problem

The mapping x— ® should point to the true class label .

The optimum among all the possible mappings x— o Is
the one that generates minimum error rate.

This rate depends on the distribution characteristics of
feature vectors in the pattern space X, i.e., their
distributions, overlap between distributions, etc.

If the knowledge about distributions of the patterns is
unavailable the classification system must rely on the
learning paradigms, e.g. artificial neural networks. In
such approaches the knowledge is acquired from a
sufficiently large number set of training samples drawn
from the pattern examples



Selection of feature properties

— discrimination — features should assume considerably
different values for patterns from different classes, e.g.,
diameter of fruits is a good feature for classification
between grapefruits and cherries,

— robustness — features should assume similar values
for all patterns belonging to the same class, e.g., colour
IS a poor feature for apples,

— independence - features used Iin a classification
system should be uncorrelated, e.g., weight and size of
a fruit are strongly correlated features,

— small number of features — complexity of data
classification system grows substantially with the
number of classified features, e.g., features that are
strongly correlated should be eliminated.



Selection of feature properties

Correlation coefficient between features Xand Y-
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where: P — is the number of patterns, ,, 4, are the
average values for features X and Y correspondingly,

and o,,0, are their standard deviations. The correlation
coefficient assumes values in the range | 11].



Selection of feature properties

A measure of separation for feature X between classes
jand k:

D .. =

Large value for this measure means feature X yields
good separation between classes.
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Reduction of the number of features

Angle 6 chosen for best
separation of features
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Decision-theoretic methods

Pattern classification problem can be approached by
means of the so called decision functions. The number of
these functions is equal to the number of classes.

Let X=Xy, X,, ..., X\]" represent an N dmensional pattern
vector. For M pattern classes o, w,... w, , we are
searching for M decision functions

d,(x), d5(x), ..., dy(x) with a property that, if a pattern x
belongs to class w. then

di(x)>d (x) j=12,...,M;i#

In other words, decision function d(x), “wins the
competition” for assigning the input feature vector x to the
pattern class .



Decision functions
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Decision functions

The decision boundary between two arbitrary classes
fand J (i #)) is defined by the function:

dix)=dfx)-d(x)=0

Then, for patterns of class @.:
d,(x)>0
and for patterns of class a)j

d;{(x)<0.



Minimum distance classifier

Assume that each pattern class is represented by a
mean vector (also called a class prototype):

Zx j=12,...M

J J xew,

where N, is the number of pattern vectors from class

(()j.

Possible way to determine the e oo o £
class membership of an unknown °_ o 02 &

pattern vector x is to assign it to P o o
the class of its closest prototype i 00,0 .
vector. oD et



Minimum distance classifier

If the Euclidean distance is used the distance
measure is of the form:

Dj(x):x—mj L,2,....M

.
|l

and |x|=&"x)"?

Feature vector x is assigned to class @, if Di(x) is the
smallest distance.



Minimum distance classifier

The following distance function can be constructed

1 .
dj(x)szmj—szT-mj j=12,...M

and assigning x to class @, if d(x) gives the largest
value.



Minimum distance classifier

The decision boundary between classes @, and @ for a
minimum distance classifier is:

dl](x) — di(x) } dj(X) —
1

=x'(m,—m,)— (m,—m;) (m,—m,)=0

The surface defined by this equation is the
perpendicular bisector to the line joining m;and m;. For

=2 the bisector is a line, for N=3 it is a plane, and for
N>3 it is called a hyperplane.



Minimum distance classifier

Petal width (cm)
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Minimum distance classifier

Example 1: Consider two classes denoted by @, and
@,, that have mean vectors m, = (4.3, 1.3)" and
m,= (1.5, 0.3)". The decision functions for each of the

classes are:

d,(x)=x'm,-0.5m,'m, =4.3x,+1.3x,- 10.1

dy(x) =x'm,-0.5m,’m, = 1.5x,+0.3x,- 1.17
Equation for the decision boundary :

d,o(X) =d,(x) - d,(x) =2.8x, + 1.0x,-8.9=0

Class membership of a new feature vector is defined on
the basis of the sign of d,,(x).



Voronol mosaic

%MATLAB

rand('state’,0);

x = rand(1,10); y = rand(1,10);
[vX, vy] = voronoi(Xx,y);
plot(x,y, r+',vx,vy,'b-");

axis equal;

o - class prototype
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Classification of
American Bankers
Association font
character set.

The design of the font
ensures that the waveform
corresponding to each
character is distinct from
that of all others.

There are N=14 prototype
vectors in 10 Deature
space.



Minimum distance classifier

The minimum distance classifier works well on the
following conditions:

- the distance between class means is large
compared to the spread of each class.

* classes are linearly separable (class boundaries
are: lines, planes or hyperplanes).



Evaluation of pattern classification quality
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Evaluation of pattern classification quality

Confusion matrix

True classification

Class B (wrong, ill, ...) Class A

Class B TP (ang. true-positive) FP (ang. false-positive)
Classifier

output

Class A FN (ang. false-negative) TN (ang. true-negative)




Evaluation of pattern classification quality

I'P+TN

Accuracy: (ACC=
TP+TN + FP+ FN

Sensitivity: ¢

All class B examples




Evaluation of pattern classification quality

Specifity: op- AN
CFP+TN
All class A examples A A
B
False alarm rate: Uy /
FA=1-SP = i TP
m __<|FP
FN/




Receiver Operator Characteristic (ROC curve)

A

sensitivity
1

good test

diagnostic parameter

poor test

O false alarm rate 1

See excellent demo explaining ROC:

diagnostic parameter | http:/lwww.anaesthetist.com/mnm/stats/roc/Findex.htm




Types of classifiers

Parametric: probability density functions are known
and only parameters of these functions are unknown
e.g., the Gaussian distribution is defined by its mean u
and standard deviation o), The Bayes classifier is a
parametric classifier, I.e., requires knowledge about
density function distributions

Nonparametric: probability density functions are not
known and must be estimated from a sufficiently large
measurement data.




Image segmentation example




Colour based
segmentation

{R,G,B}

Statistical distribution of
colour components for the
indicated image regions




The Bayes classifier

Probability density

c,- class 1 i a priori probabilities
C,- class 2 p(x/c,)
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The Bayes classifier

From the probability theory the following holds:

()= P@P®/a)

Bayes

p(b)
hence: /* a priori probability
P(c;)p(x7c,)
p(Ci / x) = | |
. p(x) =

rule

a posteriori probability




Maximum likelihood estimator

An image pixel is assigned to ¢ tclass for which:
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L>L;, j#i,i=12,....N




The Bayes classifier

Probability density

c,-class 1
C,- Cclass 2

a priori probablities




The Bayes classifier

A priori probability for 1D Gaussian distribution:

| (x—m)> |
/c;)= - l =1,2
ple/ei) Joro, "’Xp{ 207 } ’
A posteriori probability:
p(c-/x)—p(x/c-)P(c-)— : exp_— Lo m 2_P(c-) =12
l NGy % . 207 l ’




The Bayes classifier - example

Pot A Pot B
See® O
bo@
>0
20 —red 30 — red
20 — white 10 — white

We pick a pot randomly and then the ball randomly.
Question: From which pot the ball was picked?




The Bayes classifier - example

Pot A Pot B
See® O
bo@
>0
20 —red 30 — red
20 — white 10 — white

Before we see the colour of the ball we picked (a priori
knowledge) we assume the probability of choosing each
of the pots is equal, i.e. 0.5.



The Bayes classifier - example

Pot A Pot B
See® O
bo@
>0
20 —red 30 — red
20 — white 10 — white

Suppose we picked a red ball. Can we verify our first
hypothesis having this a posteriori knowledge?
Yes, the answer comes from the Bayes theorem.



The Bayes classifier -example

Pot A Pot B

p(A/red)

That was
'Y Je the pot!
850 o p
OO probably
20 —red 30 —red
20 — white 10 — white
P(A)p(red / A) 0.5%0.5

p(B/red)

P(A)p(red / A)+ P(B)p(red / B) 0.5x0.5+0.5%0.75

P(B)p(red / B) 0.5%0.75

ju— — O.
P(A)p(red / A)+ P(B)p(red / B) 0.5x0.5+0.5x0.75




Multivariate Gaussian distribution

A priori probability for 2D Gassian distribution
=]

-1 ]
(x/c;)= 1 (x=m;)' 3, (x=m))
plx/c;)= 75 CXp| — >

(27[)1/2‘2 i |

l

Where 1 is class index of N given classes
and the covariance matrix:
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2D Gaussian distribution - example

Let m=m,=0:
32 L y
Y= oy 2 4| — [y =8 »
4 8] l
1 1
plx)= exp[——
oy [ 2
Ao L1
(271')1/281/2 4\/;
1(1 5 1 3 5
B:—E E.X'l —EXLXZ +§X2




Colour based
segmentation
{R,G,B}

Multivariate Gaussian
distribution




Selection of the feature vector

Feature vector:

H:{X, y,R,G,B,u,V}

coordinates

e

colour

/

e

optical flow




Optical flow features

Optical flow
based
segmentation

V]

optical flow vector
field




k-Nearest Neighbours Classifier (k-NN)

X
2
xXe3

X4

In each point of the feature space, a number of
K reighbours is counted. The point is assigned to the
class from which there is the largest number of points in

the neighbourhood.



Image segmentation examples




Image segmentation examples
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Fingerprint recognition

FBl image
database of
fingerprints (1992)




Iris recognition (biometry)

Normalized Image

Normalization —
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Feature Comparison
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Analysis of biomedical images




Image database quering

,ldea” of the or acopy of the database hit
search image Image
e ©

DWT

C.E. Jacobs, A. Finkelstein, D.H. Salesis,
~Fast multiresolution image quering”, 1999




Analysis of X-ray images of grains

Analysis

Analyzis l Processzing Options ] Analyziz Optiohz ] Analyziz Options 2 ]
Discrete analysis

Damage Indices:
00

1 1

1 1 Inteqger: B
1 1 Fractional 0.88481
1 0 LIser defined: 9
1 1 Continuous: 1,72064

Grain
Grain's code: |Z1 a02 -

Comment: |Grain with many internal cracks

ST

Brightness: 0 #=89p 2.51rmim e Analyse To Repart H Cloze
=154 4.35

_ P =om [~ Test Mode

P. Strumillo, J. Niewczas, P. Szczypinski, P. Makowski, W. Wozniak,
“Computer system for analysis of X—ray images of wheat grains”,
International Agrophysics, 1999, vol. 13, No. 1, pp. 133—140.




Automatic text detection

PO SKONCZONYCH ZAJECIACH
PROSZE SPRAWDZIC CZY OKNA
SA ZAMKNIETE!




